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Abstract This study explores water vapor turbulence in the convective boundary layer (CBL) using the
Raman lidar observations from the Atmospheric Radiation Measurement site located at Darwin, Australia.
An autocovariance technique was used to separate out the random instrument error from the atmospheric
variability during time periods when the CBL is cloud-free, quasi-stationary, and well mixed. We identified 45
cases, comprising of 8 wet and 37 dry seasons events, over the 5-year data record period. The dry season in
Darwin is known by warm and dry sunny days, while the wet season is characterized by high humidity and
monsoonal rains. The inherent variability of the latter resulted in a more limited number of cases during the
wet season. Profiles of the integral scale, variance, coefficient of the structure function, and skewness were
analyzed and compared with similar observations from the Raman lidar at the Atmospheric Radiation
Measurement Southern Great Plains (SGP) site. The wet season shows larger median variance profiles than
the dry season, while the median profile of the variance from the dry season and the SGP site are found to be
more comparable particularly between 0.4 and 0.75 zi. The variance and coefficient of the structure function
show qualitatively the same vertical pattern. Furthermore, deeper CBL, larger gradient of water vapor mixing
ratio at zi, and the strong correlation with the water vapor variance at zi are seen during the dry season. The
median value in the skewness is mostly positive below 0.6 zi unlike the SGP site.

1. Introduction

The lowest portion of the atmosphere that is directly influenced by its contact with the Earth’s surface is
called atmospheric boundary layer. During the daytime, solar heating of the surface drives convective mixing
in the atmospheric boundary layer; this is also called the convective boundary layer (CBL). Its thickness is
quite variable both in space and time, ranging from tens of meters to 4 km or more (e.g., McGrath-
Spangler & Denning, 2013; Neves & Fisch, 2015; Turner, Wulfmeyer, et al., 2014; this work). Turbulence is
ubiquitous throughout the CBL and plays an important role in redistributing trace gases, aerosols, heat,
and momentum. The vertical profiles of turbulent fluctuations of water vapor are critical in understanding
the structure of the CBL since turbulence in the CBL is often described by its statistical properties including
the vertical profiles of water vapor mean (first moment), variance (second moment), and skewness (third
moment). Water vapor mixing ratio is a good atmospheric tracer gas as it is a conserved quantity under adia-
batic conditions and in the absence of condensation and evaporation. The profile of water vapor variance is
also an important parameter in many turbulence, convection, and cloud parameterizations (Berg & Stull,
2005; Tompkins, 2002). It increases with height, reaching its peak value at the top of the CBL due to the inten-
sive mixing of moist air being lofted from the CBL into the free troposphere and the drier air descending from
the free troposphere into the CBL. Furthermore, the profile of water vapor skewness offers insight into the
vertical transport of water vapor through the top of the CBL (e.g., Couvreux et al., 2005). Hence, proper repre-
sentation of these turbulent processes in models is needed to improve both climate simulations and
weather forecasts.

In order to evaluate and improve turbulence parameterizations in weather and climate models, high
resolution and accurate measurements of profiles of turbulence throughout the CBL are needed. Vertical
profiles of turbulent motion have been studied using various types of instruments including in situ aircraft
measurement (Albrecht et al., 1995; Andrews et al., 2004; Lenschow et al., 1980; Stull et al., 1997;
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Vogelmann et al., 2012; Williams & Hacker, 1992), radiosonde soundings (Cooper & Eichinger, 1994;
Frehlich & Sharman, 2010; Garcia-Carreras et al., 2015; Neves & Fisch, 2015; Wilson et al., 2011), wind pro-
filing radars (Angevine et al., 1994; Cohn, 1995; Dehghan et al., 2014; Ecklund et al., 1988; McCaffrey,
Bianco, & Wilczak, 2016; McCaffrey, Bianco, Johnston, et al., 2016; Strauch et al., 1984; White et al.,
1991), and tall towers (Businger et al., 1971; Kaimal & Gaynor, 1983; van Ulden & Wieringa, 1996;
Wilczak & Tillman, 1980). Even though tall towers can take measurements continuously for long periods
of time, their vertical coverage is limited to the lowest portion of the CBL due to their limited height.
Aircraft measurements have their disadvantages because the measurements cannot be taken throughout
the CBL simultaneously, and thus, there can be uncertainties associated with relating the turbulent
moments to the height of the CBL (Turner, Ferrare, et al., 2014), and the expense of flying aircraft prohibits
collecting measurements for extended periods of time. Radiosondes offer a snapshot of the CBL profiles,
are unable to profile at very high (~1 min) resolution, and too expensive to take continuous measurements
for an extended period of time. Wind profiling radars operate continuously in nearly all-weather condi-
tions; however, lidars provide routine, continuous measurements at all altitudes throughout the CBL with
better temporal and spatial resolutions albeit with limited profiling capability in clouds. This makes lidars
an outstanding tool for studying the small-scale turbulent structure of the CBL under different atmo-
spheric conditions.

Different kinds of lidars have been used to study turbulence in the CBL. McNicholas and Turner (2014) used
high spectral resolution lidar aerosol backscatter coefficient measurements from Oklahoma (USA) to study
turbulent motion in the CBL. The authors were able to calculate up to the forth-order moments using 17
cloud-free 2-hr periods cases during which the CBL was stationary. They showed the non-Gaussian nature
of turbulence at the top of the CBL from the comparisons between the skewness and kurtosis. Lenschow
et al. (2000) also showed the capability of high-resolution Doppler lidar to measure turbulence statistics of
vertical velocity by calculating the profiles second- through fourth-order moments of vertical wind velocity
throughout most of the CBL. The authors compared the results with large-eddy simulations (LESs) and found
that atmospheric stability was a key factor for the observed variability in the vertical profiles of higher order
moments from one case to another. Bonin et al. (2016) studied vertical velocity statistics using Doppler lidars
and found the vertical velocity variance from Doppler lidars to be in good agreement with sonic anemometer
measurements on a 300-m tower. Berg, Newsom, and Turner (2016) analyzed 1 year of Doppler lidar
measurements of the vertical velocity in the cloud-free CBL over the SGP site, evaluating how these profiles
evolve from sunrise to sunset, the seasonal differences in the CBL evolution, and their sensitivity to wind
direction, surface shear stress, degree of instability in the CBL, and wind shear across the top of the CBL.
Water vapor differential absorption lidars (Behrendt et al., 2011; Giez et al., 1999; Kiemle et al., 1997;
Muppa et al., 2016; Wulfmeyer, 1999a, 1999b) and water vapor Raman lidars (Wulfmeyer et al., 2010;
Turner, Ferrare, et al., 2014; Turner, Wulfmeyer, et al., 2014) have also been utilized to characterize turbulence
structure in the CBL.

Most previous lidar studies of turbulence in the CBL have been based on a limited number of cases, which
restricts the representativeness of the results for different atmospheric conditions. Turner, Wulfmeyer, et al.
(2014) presented the first long-term data set of water vapor variance and skewness profiles in the CBL
using more than 6 years of water vapor data for different seasons and atmospheric conditions. The
authors identified 300 afternoon cases that were observed by the Raman lidar at the Atmospheric
Radiation Measurement (ARM) Southern Great Plains (SGP; Sisterson et al., 2016) during which the CBL
was quasi-stationary and well mixed, derived vertical profiles of variance and skewness from these cases,
and evaluated the correlation of these profiles with other parameters. Such large data sets will be very
useful for evaluating and improving turbulence parameterization schemes used in cloud resolving, general
circulation, and climate models.

The objective of this study is to explore the water vapor turbulence in the CBL over the tropics. Turbulence in
the tropics has not yet been well studied compared to the midlatitudes, and its boundary layer dynamics are
fundamentally different from the midlatitude dynamics. One important difference between them is the
monsoon circulation, which is a continental scale event driven by the contrast in the thermal properties
between the land and ocean surfaces (Holton, 2004), which leads to seasonal changes in much of the tropics.
This circulation is accompanied by a reversal of the prevailing wind direction and an enhanced monsoon
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rainfall. The atmospheric monsoonal circulation in northern Australia not only transports moist maritime air
masses from the tropical Indian Ocean to northern Australia but also causes more than 85% of the annual
rainfall in the area (Bowman et al., 2010). This gives an opportunity to compare the profiles of water vapor
turbulence for the monsoon (wet season) and nonmonsoon (dry season) and see the effect of monsoonal
circulation on the boundary layer water vapor turbulence. This study is unique because it uses for the first
time a large Raman lidar water vapor data set from the tropics, where there are limited ground-based remote
sensing measurements.

Data from the Raman lidar that measures of water vapor over the ARM Tropical Western Pacific (TWP) site
located at Darwin, Australia (12.4°S, 130.9°E; Long et al., 2016) have been used in this study. This data set
spans 5 years from December 2010 to December 2015. The Raman lidar used in this study had exactly the
same specifications as the Raman lidar at the SGP site that has been shown to have the required accuracy
and noise level to measure the second- and third-order moments of the water vapor mixing ratio in the
CBL (Turner, Wulfmeyer, et al., 2014; Wulfmeyer et al., 2010).

Our study examines profiles of water vapor turbulence duringwhich the CBL is cloud-free, quasi-stationary, and
well mixed over a 2-hr period. We identified 45 afternoon cases, consisting of 8 wet and 37 dry seasons events,
over the 5-year data record. Wet and dry season cases were treated separately to derive the median second-
and third-order moments along with the integral scale (IS) and coefficient of the structure function. We found
striking differences in these variables among the tropical wet season, dry season, and midlatitude cases.

The rest of the paper is organized as follows. A description of the Raman lidar that we used in this study is
presented in section 2. Section 3 describes our selection of cases and our use of the autocovariance techni-
que, as well as how we identified and removed outliers. Section 4 discusses the turbulence statistics results
including IS, variance, the coefficient of the structure function, and skewness along with their corresponding
noise and sampling error profiles. Comparison between the turbulence statistics from this study and the
midlatitude data that were obtained from Turner, Wulfmeyer, et al. (2014) are discussed in section 5. The
summary and concluding remarks of the study are given in section 6.

2. The Darwin Raman Lidar

The Raman lidar at Darwin is almost identical to the SGP Raman lidar, which is described in Goldsmith et al.
(1998) and Turner, Goldsmith, and Ferrare (2016). The lidar uses a pulsed Nd:YAG laser to transmit approxi-
mately 350-mJ pulses of laser energy at 355 nm into the atmosphere at 30 Hz. Backscattered energy is col-
lected with a 24-inch telescope, which then encounters a wedged beam splitter that directs approximately
5% of the energy into a set of wide field-of-view (FOV, 2 mrad) channels with the remaining energy going
to a set of narrow FOV (NFOV, 300 μrad) channels. Each FOV uses dichroic beam splitters and photomultiplier
tubes to separate and measure backscattered energy at 408 and 387 nm (Raman scattering by water vapor
and nitrogen molecules, respectively) and at the laser wavelength simultaneously. The NFOV also has
channels to measure the rotational Raman scattering by nitrogen and oxygen (at 353 and 354 nm) and the
cross-polarization return (relative to the laser’s polarization). All measurements are made at a resolution of
7.5 m, 10 s; however, generally, the resolution is decreased in postprocessing to improve the signal-to-noise
ratio. The Raman lidar’s detection electronics uses both analog-to-digital and photon-counting in each
channel (Newsom et al., 2009).

Similar to Turner, Wulfmeyer, et al. (2014), this study uses only the water vapor mixing ratio derived from the
NFOV water vapor and nitrogen Raman scattering observations. First, the raw analog voltage and photon
counting signals are merged through a process called “gluing” (Newsom et al., 2009). Gluing is the process
of combining the analog and photon counting data together (Whiteman et al., 2006). Then the merged
counting rate data are averaged to 37.5 m in the vertical, while maintaining the temporal resolution at
10 s. After removing the background from each of the combined water vapor and nitrogen backscatter
profiles, the ratio of the profiles is computed and an overlap correction is applied; this profile is now propor-
tional to the water vapor mixing ratio. The data are calibrated using water vapor mixing ratio obtained from
radiosondes. Additional details on the method used to derive the water vapor mixing ratio profile are
provided in Turner and Goldsmith (1999). The ARM Raman lidar water vapor mixing ratio data set was used
in the study (ARM Climate Research Facility, 2004).
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3. Lidar Data and Analysis Method

Raman lidar data are inherently noisy and thus proper lidar data analysis requires separation of the instru-
ment noise from the true atmospheric measurements. Therefore, we first present the autocovariance techni-
que that was used to remove the instrument noise following the discussion of criteria for selecting the cases
and removing the outliers from the chosen data set.

3.1. Data Set Selection Criteria

While the Darwin Raman lidar was an operational lidar and designed to run continuously, it did experience
significant periods of downtime due to laser and mechanical issues. The data used in this study were manu-
ally screened by looking at the time-height cross sections of water vapor mixing ratio to identify afternoons
during which the CBL was quasi-stationary and well mixed for at least 2 hr. In particular, afternoons during
which there were large changes in the synoptic conditions were removed. There were several cases where
the instrument noise variance at the top of the CBL was much larger than the true atmospheric variance at
the same height (see section 3.3 how we separate instrumental and atmospheric variance from total
variance), and in these situations, the random errors in the derived variance and the third-order moment
profiles were quite large. Consequently, we required the atmospheric variance of water vapor mixing ratio
at the top of the CBL be at least 30% of the total variance at the same height; this is consistent with
Turner, Wulfmeyer, et al. (2014). This resulted in 45 cases, consisting of 8 wet and 37 dry season events, over
the 5-year data record. Each case had the same period (2 hr) so that the sampling errors were roughly equiva-
lent for all cases.

Our very restrict case selection criteria (i.e., cloud-free, quasi-stationary, and well mixed for at least 2 hr)
limited the number of cases we could analyze particularly for the wet season because these atmospheric
conditions are not common at Darwin site during the wet season. These selection criteria are used because
we need to analyze a time series instead of a spatial field. The choice of starting with cloud-free days is two-
fold. First, boundary layer parameterizations must be able to represent clearly sky mixing properly, which
arguably is simpler than cloudy boundary layer conditions. Second, we chose to focus on cloud-free days
so statistical moments could be derived throughout the CBL. The presence of cloud makes the removal of
the instrument noise from atmospheric measurements difficult since lidar observations above cloud base
are inherently noisy. As a result, the lidars’ capability of resolving the vertical structure of turbulence at the
top of the CBL and especially the accurate computation of the second- and third-order moments are much
more difficult in cloud-topped CBLs.

3.2. Identification and Removal of Outliers

In order to apply the autocovariance technique to separate out the instrument noise from the atmospheric
variability, outliers first need to be removed from water vapor time series at every altitude in each of the
2-hr periods. Since the distribution of water vapor at a given level in the 2-hr period is not necessarily sym-
metric, we followed the split-histogram approach developed by McNicholas and Turner (2014) to remove
outliers using three standard deviations in this work. The quality control threshold profiles were smoothed
with height. The threshold profiles were different for different cases since each 2-hr data set was treated inde-
pendently. The number of outliers removed from each altitude was typically less than 2%, and often, the
removed data points were above the CBL. We used linear interpolation to replace the removed outliers.
Following the removal of outliers and filling gaps, the time series at each altitude was linearly detrended after
subtracting the mean. This resulted in a time series of water vapor turbulent fluctuations q

0
(t) plus the instru-

ment noise ϵ, that is, q’(t) + ϵ (see equation (1)) with a mean of zero at each height. At this stage, we can apply
the autocovariance technique to remove the instrument noise and analyze the time series of water vapor
turbulent fluctuations.

3.3. Autocovariance Technique

Lidar observed water vapor mixing ratio q at each altitude within the CBL reads as

q ¼ qþ q
0 þ ϵ (1)

where q is the mean water vapor mixing ratio, q
0
is turbulent fluctuation of water vapor mixing ratio, and ϵ is

uncorrelated instrument noise. Before vertical profiles of the turbulent fluctuations of water vapor mixing
ratio can be derived from the lidar observations, it is necessary to separate the noise from the true
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atmospheric variability. There are different techniques available to do this, but the autocovariance technique
outlined by Lenschow et al. (2000) is perhaps the most efficient and straightforward to implement. This tech-
nique is based on the assumption that atmospheric fluctuations are correlated in time, while instrumental
noise fluctuations are uncorrelated, and hence, instrument noise will not contribute to the autocovariance
function at lags larger than zero. The autocovariance of a time series with itself at lag zero will then be the
total variance of the observations, which is the sum of the true atmospheric variance and the instrument
noise variance. And their relationship is expressed as

ϵ2 ¼ M11 0ð Þ �M11 →0ð Þ ¼ M11 0ð Þ � q02 (2)

where ϵ2 is the instrument noise variance, M11(τ) is the autocovariance function at lag τ, and M11(→0) indi-
cates the extrapolation ofM11 to lag zero, which corresponds to the true atmospheric variance of water vapor
mixing ratio q02 . Assuming that the atmospheric variance, q02 , is mainly as a result of isotropic turbulence
within inertial subrange (Monin & Yaglom, 1979), M11(τ) can be approximated by the structure function as

M11 τð Þ ¼ q02 � Cτ2=3 (3)

where C is a parameter that contains both the eddy dissipation and the scalar variance dissipation since q
0
is a

scalar and τ is the time lag. We utilized equations (2) and (3) to get the profiles of instrument noise variance,
the atmospheric variance, and coefficient of the structure function (i.e., C). In this study, we used 15 data
points covering 150 s to extrapolate back to lag zero using the structure function shown in equation (3).
We found this number of data points to be most effective, and this same number of points was also used
in previous studies such as Van Weverberg et al. (2016) and Behrendt et al. (2015). In fact, we examined
the results for different number of fit lags (i.e., 8 and 10) and found that the number of data points used does
not affect the results significantly.

Since the theoretical shape of the third-order autocovariance function in the inertial subrange is not known,
the approximate value of M21(→0) was obtained from the mean of M21 at lags one through five in order to
separate out the instrument noise from the true third-order moment. In fact, similar results were obtained
using a linear fit to extrapolate the autocovariance functions to zero lag.

Subsequently, the skewness S was computed from the third-order moment and variance as

S ¼ q03

q02
3=2

(4)

where q03 is third-order moment. We calculated the IS, which measures the amount of time that the turbu-
lence is correlated with itself, as follows:

IS ¼ 1

q02
∫τ00 M11 τð Þdτ (5)

where τo is the first zero crossing of the autocovariance function. The IS provides information about the
capability of lidar to resolve the turbulent water vapor fluctuations including the major part of the inertial
subrange throughout the CBL; this happens if the IS is much larger than the temporal resolution of the
observations of the lidar.

The noise and sampling errors in the variance, third-order moment, skewness, and IS were computed in order
to provide the uncertainty associated with these variables. The methods outlined in Lenschow et al. (2000)
were utilized to compute the noise errors, the sampling errors in the variance and third moment were
computed using the method provided in Lenschow et al. (1994), and the sampling error in the skewness
was calculated using the technique found in Mann et al. (1995). While the noise error calculations involve
the atmospheric and instrument noise variances, the sampling errors were computed using the IS for 2-hr
time series.

4. Atmospheric Statistical Results

This section is devoted to characterizing the turbulence profiles obtained from the ARM Raman lidar water
vapor measurements made over Darwin from December 2010 to December 2015. This continuous long-term
data set not only allows us to compute profiles of the median and other percentiles of the variance,
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coefficient of the structure function, skewness, and IS from the large data set but also enables us to examine
how these turbulent profiles change under different atmospheric conditions. Furthermore, since the TWP
Raman lidar had similar specifications as the Raman lidar at the SGP site, we have the opportunity to
compare our turbulent statistics with similar observations obtained in midlatitudes. Since the heights of
the top of the CBL (zi, the altitude aboveground level where the variance of water vapor reaches its
maximum value) varied over the 45 cases, the turbulent profiles of each of the cases were interpolated to
a common normalized height grid (i.e., z/zi). This enables us to properly compare the profiles and compute
median and other percentiles for each altitude.

4.1. Mean Water Vapor Mixing Ratio

Figure 1 shows the vertical profiles of the mean water vapor mixing ratio (g kg�1) for each 2-hr case obtained
over Darwin separated into dry and wet season events. The vertical axes have been normalized by the CBL
depth, zi. The wet season in Darwin, ranging from November to April, is characterized by high humidity,
monsoonal rains, and storms, while the dry season is, from May until October, known by warm, dry sunny
days, and cool nights (e.g., Drosdowsky, 1996; Evans et al., 2012; Holland, 1986; Pope et al., 2008). Since
April, October, and November are considered buildup or transitional seasons, they have been removed from
the analysis. Besides rainfall, the Australian seasons can also be described based on a wind definition (e.g.,
Murakami, Iwashima, & Nakasawa, 1984; Murakami & Sumi, 1982; Troup, 1961). In Darwin, during the dry
season, the wind predominantly blows southeasterly, while in the wet season, it is mostly westerly
or northwesterly.

In Figure 1, the colors blue through red correspond to lowest to highest water vapor mixing ratios for the wet
and dry seasons at height 0.3 zi. The black thick lines in Figure 1 indicate the median of water vapor mixing
ratio profiles at Darwin for the wet and dry season periods. Themedian profiles were computed from 8 and 37
cases for wet and dry season events, respectively. Figure 1 clearly shows that the median of water vapor
mixing ratio in the wet season is higher than the dry season case, which is consistent with the characteristics
of the seasons, that is, humid air in the wet season and dry air in dry season. The same figure reveals that the
water vapor mixing ratios are nearly constant from 0.3 to 0.8 zi (which is expected in well mixed CBLs) and
decreases above 0.8 zi due to entrainment of drier air from the free troposphere. Consequently, the sharpest
vertical gradient in water vapor mixing ratio profiles occurs at about zi. In fact, the profiles of water vapor
during the dry season decrease faster than wet season profiles above the top of the CBL. In the wet season,
not only are high water vapor levels observed in the free troposphere but also the vertical gradient of profiles
of water vapor at zi is smaller than in the dry season. One likely reason for these is a monsoonal atmospheric
circulation in the northern Australian continent where predominantly westerly or northwesterly wind brings
moist maritime air masses from the tropical Indian Ocean to Darwin. Furthermore, Holloway and Neelin
(2009) showed generally enhanced moisture in the free troposphere, rather than in the boundary layer,

Figure 1. Meanwater vapor mixing ratio profiles for each 2-hr period for the (a) dry season and (b) wet season with 37 and 8 cases, respectively. The blue through red
colors correspond lowest to highest mixing ratio values at 0.3 zi. The solid black lines are the median profiles in the wet and dry season periods.
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with increasing rainfall. Another possible reason for the absence of a sharp gradient near zi in the wet season
is strong turbulent mixing due to a relatively large dissipation rate generated by small eddies. The size of an
eddy at zi is proportional to the depth of the CBL, and the wet season generally has shallow CBL depth as
shown in Table 1, which will be discussed later in this section. We also found an overall smaller ratio of the
entrainment zone thickness to the CBL depth during the dry season than the wet season, suggesting that
the sharper water vapor mixing ratio in the entrainment zone during the dry season is related with deeper
CBL. The thickness of the entrainment zone is roughly estimated using the full width at half maximum
distance across the largest value of the variance profile. The discussion of the CBL depth and the
relationship between dissipation rate and size of eddies follows in the current section.

4.2. Distribution of the Center of the 2-hr Period, the CBL Depth, and Integral Scale at zi

The distributions of the time-of-day of the center of the 2-hr period, the height of the top of the CBL, and the
integral time scale at the top of the CBL for the wet and dry seasons are shown in Figure 2. The local time in
Darwin is UTC + 0930, so the sunset is about 0930 UTC and solar noon is around 0300 UTC. Figure 2a shows
that the center of the 2-hr periods, during which the CBL was quasi-stationary and well mixed, occurred after
the local noon and before the sunset. The same figure reveals that the center of the 2-hr periods tends to
occur mostly in the late afternoon during the wet season and that the dry season shows a wider spread in
the center time of the 2-hr periods. Figure 2b demonstrates that the CBL in the wet season is shallow, and
it is deeper during the dry season as expected. This is due to the fact that there are relatively larger latent heat
fluxes during the wet season, yet the sensible heat fluxes are relatively larger during the dry season (Chan &
Wood, 2013). The median CBL heights are 1,070 and 1,670 m altitude aboveground level in the wet and dry
season periods, respectively. Figure 2c shows that the IS at the top of the CBL ranges between 40 and 140 s.
This is much larger than the temporal resolution of the Raman lidar (10 s), suggesting that the lidar is able to
resolve the major part of the turbulent fluctuations of the CBL. The distribution of IS during the dry season

Table 1
The 10th, 25th, 50th, 75th, and 90th Percentiles of the Variance of Water Vapor Mixing Ratio (g2 kg�2) at the Top of the CBL and the Depth of the CBL (km) Derived From
the Wet and Dry Season Cases

Percentile

Variance [(g/kg)2] at zi zi (km)

Wet season Dry season

Wet season Dry season
Measured

value
Random
uncertainty

Sampling
uncertainty

Measured
value Random uncertainty Sampling uncertainty

10th 0.49 0.01 0.09 0.53 0.01 0.07 0.86 1.42
25th 0.86 0.01 0.14 0.82 0.01 0.12 0.96 1.51
Median 1.54 0.02 0.26 1.27 0.01 0.19 1.07 1.67
75th 2.07 0.02 0.32 2.45 0.03 0.45 1.35 1.99
90th 2.99 0.02 0.45 3.32 0.04 0.54 2.12 2.16

Note. The percentiles of the random and sampling uncertainties of the variance are displayed in Table 1, while the uncertainty in zi is considered to be 37.5 m
which is the vertical resolution of the Raman lidar data used in this analysis.

Figure 2. The distributions of (a) the center time of the 2-hr periods, (b) the depth of the convective boundary layer (CBL), and (c) integral scale at the top of the CBL.
Solar noon and sunset at Darwin are 0300 UTC and 0930 UTC, respectively. The blue and magenta colors represent wet and dry season cases, respectively.
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period seems to skew toward longer temporal scales and shows a larger range of IS values compared to the
wet season. This can be explained by equation (5), where the IS is inversely proportional to the variance. As
will be discussed in the next section, the dry season generally shows smaller variance compared to the wet
season. Furthermore, we have computed the convective time scale (i.e., the ratio the CBL depth to the
convective velocity scale) using the European Center for Medium Range Weather Forecast (ECMWF)
Interim Re-Analysis for surface flux data and then have compared it against the IS at zi. The result demon-
strates that the convective velocity scale is significantly larger than the IS for both seasons. This finding is
not surprising since zi is greater than 1 km and w* is less than 3 m/s for both seasons, which leads to a larger
convective time scale compared to the IS at zi.

4.3. Water Vapor Variance and Coefficient of the Structure Function

In Figure 3, we display profiles of the median of the water vapor variance and the coefficient of the structure
function (i.e., the coefficient C from equation (3)) for the wet and dry seasons. Figure 3a demonstrates that the
median profiles of the variance of water vapor are small both below and above the top of the CBL due to
weaker variance production via vertical mixing compared to the variance production seen at zi. The largest
values of the variances at zi are approximately 1.5 (g/kg)2 for the wet season and 1.3 (g/kg)2 for the dry
season. A recent study by Mellado et al. (2017) used direct numerical simulations to demonstrate that
the observed peak variance at zi is due not only to large variance production at zi, as a result of mixing
of moist air from below with dry air from above, but also to weak dissipation rate at the same height.
Figure 3a illustrates that the median of the water vapor variance profile is larger in the wet season than
in the dry season throughout the lower troposphere. This might also be explained in terms of surface
moisture flux and CBL depth. The larger water vapor variance within the CBL during the wet season might
be in association with the convective scales (i.e., the ratio of surface flux to the convective velocity scale)
that characterize the variance in the mixed layer (Deardorff, 1974; Sorbjan, 2005). The wet season shows
larger surface moisture flux and smaller convective velocity scale resulting in higher convective scales in
the season, while the dry season tends to have lower surface moisture flux and larger convective velocity
scale because of deeper CBL and hence smaller convective scales. Furthermore, since the CBL depth is shal-
lower in the wet season relative to the dry season, the length scale at which the variance created is smaller
(i.e., smaller size of eddies), and this results in relatively larger destruction rate of the variance in the CBL for
the wet season. However, the wet season shows larger median variance than the dry season. One possible
reason is that that destruction (dissipation) rates are not large enough to counterbalance the higher
variance production rates.

The variable that we computed simultaneously with the atmospheric variance by fitting the structure func-
tion shown in equation (3) was the coefficient of the structure function (C). We examined the vertical profiles
of the coefficient of the structure function, which allows us to estimate the dissipation rate directly (when
combined with the IS profile) as shown in Wulfmeyer et al. (2016). Figure 3b shows the profiles of the median
of the coefficient of the structure function for the wet and dry seasons. As can be seen from Figures 3a and 3b,

Figure 3. Median profiles of (a) atmospheric water vapor variance and (b) the coefficient of the structure function derived from the wet season (denoted in blue) and
dry season (denoted in magenta) cases.
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the coefficient of the structure function follows qualitatively the same pat-
tern with altitude as the variance. Moreover, the median of the coefficient
of the structure function during the wet season is greater than during the
dry season.

In order to better understand the shape of the coefficient of the structure
function and what modulates it, attempts were made to link the coeffi-
cient of the structure function with the turbulence kinetic energy (TKE)
dissipation rate and the molecular destruction rate of water vapor
variance, as their dependence on atmospheric variables is well known.
Assuming Taylor’s frozen turbulence hypothesis in the inertial subrange
and using the autocovariance function in the time domain, Wulfmeyer
et al. (2016) defined the coefficient of the structure function for water
vapor in terms of dissipation and destruction rates as

C ¼ 1
2
a2q

Nq

ε1=3
U2=3 (6)

where the constant a2q ranges between 2.8 and 3.2 (Stull, 1988), Nq is the
destruction rate of water vapor variance due to molecular processes, ε is
TKE dissipation rate, and U is the horizontal wind profile. Those authors

furthered expressed the destruction rate of water vapor variance in terms of the variance of water vapor, var-
iance of vertical wind, integral time, and length scales as

Nq ¼ 4
5

q02
ffiffiffiffiffiffiffi
w02

p

a2qIS
2=3
q IS1=3w U

¼ 4
5

q02
ffiffiffiffiffiffiffi
w02

p

a2qLS
2=3
q LS1=3w

(7)

Combining equations (6) and (7), one finds

q02 ¼ 5ε
1=3LS

2=3
q LS

1=3
w

2
ffiffiffiffiffiffiffi
w02

p
U

2=3

2
4

3
5C (8)

whereq02 is water vapor variance,w02 is vertical wind variance, ISq (LSq) and ISw (LSw) are integral time (length)
scales for water vapor and vertical wind, respectively.

Equation (8) illustrates that even though the peak value of the coefficient of the structure function occurs
at zi, where the variance reaches its maximum value (see Figures 3a and 3b); the latter explains only a por-
tion of the coefficient of the structure function at zi. Other terms such as the TKE dissipation rate, size of
eddies, vertical wind variance, and horizontal wind perhaps explain the remaining variability. The verifica-
tion of this hypothesis could have been done observationally if simultaneous measurements of these
variables had been taken at Darwin site. Unfortunately, no such measurements were made at Darwin
during this 5-year period.

We further examined the ratios of the coefficients of the structure function for dry season to wet, that is,
CDry season/CWet season, using the median profiles of variance and the coefficient of the structure function
shown in Figure 3. A linear relationship between the profiles of the coefficient of the structure function
and water vapor variance was found. The result shown in Figure 4 is obtained using the slope values of
the line of best fit for height range 0.5–1.3 zi to see both within the CBL and above the top of the CBL.
Figure 4 shows that the ratio is less than one both below and above zi, suggesting that the ratio of the
molecular destruction rate to the dissipation rates to the power one-third over the horizontal wind to
the power two-third is much smaller in the dry season than the wet season (see equation (6)).
Equation (7) illustrates that large destruction rate can be achieved through large variance and/or small size
eddies (large dissipation rate). However, near the top of the CBL, the ratio is close to unity showing that the
ratio of variance destruction rates to the one-third power of the dissipation rates over the horizontal wind
to the power two-third is comparable for the two seasons in the entrainment zone (equation (6)). We
would like to point out that the ratios obtained from the computed slopes and variances, and the coeffi-
cient of the structure function shown in Figure 3b, are in fact the same. The reason we wanted to use

Figure 4. The ratio of the median profiles of the coefficients of the structure
function for the dry season to wet season between 0.5 and 1.3 zi.
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the slope and variance to get the ratios is to show that the variance and coefficient of the structure
function are linearly related, and then one can get the coefficient of the structure function if the
variance and slope are known.

4.4. Third-Order Moment, Skewness, and Integral Scale

Figure 5 presents the median profiles of third-order moment, skewness, and IS derived from the wet and dry
seasons. The dry season shows that themedian of the third-order moment is very close to zero within the CBL
and in the free troposphere, while it fluctuates about zero in the wet season data, which is perhaps due to a
limited number of data used. Both seasons show negative skewness just below zi and positive skewness just
above zi, with the transition from negative to positive just below the top of the CBL. The skewness, which is
computed using the third and second-order moments as shown in equation (4), offers insight into the vertical
transport within the CBL. The negative skewness in the upper portion of the CBL indicates descending drier
air from the free troposphere into the CBL, while the positive skewness above the top of the CBL shows the
moist air being lofted from the CBL into the free troposphere (Couvreux et al., 2005). The median water vapor
skewness profile (Figure 5b) has the same sign as the median third-order moment with altitude. The median
of the skewness in the lowest portion of the CBL, 0.4–0.7 zi, is near zero during the dry season period, and this
is perhaps due to the presence of weak moisture flux from the Earth’s surface. The median normalized
heights where the skewness profiles cross from negative to positive are 0.99 zi for the wet and dry seasons
(figure not shown).

Figure 5c depicts the median of the profiles of the IS for the wet and dry seasons at the TWP site. The typical
value of the IS in the dry season is about 80 s between 0.4 and 1.0 zi, while in the wet season, it tends to
increase from 60 s in the lower portion of the CBL to about 100 s at the top of the CBL. The significant varia-
bility in the wet season IS might be due to limited data as mentioned earlier.

4.5. Random and Sampling Errors

In addition to the profiles of the different moments, the uncertainties in these vertical profiles were also
computed. The median of the 1-sigma uncertainty profiles in IS, variance, third-order moment, and skewness
are shown in Figure 6 for the wet and dry seasons. Figure 6a shows that the largest uncertainty in the IS is 8 s
at 0.3 zi and decreases with altitude approaching 1 s at 1.0 zi. Even the peak value of the IS uncertainty is
significantly smaller than the median IS value presented in Figure 5c. The median of the uncertainty in
variance (Figure 6b) is largest at 0.3 zi, where it is prone to significant error, but decreases with height becom-
ing near zero above 0.6 zi, which is considerably smaller than the measurements of the median values of the
variance shown in Figure 3a. The medians of the uncertainty in third-order moment (Figure 6c) are near zero
between 0.5–0.95 zi and above 1.1 zi. In the dry season, the uncertainty in the third-order moment reaches
peak value of close to 0.01 (g/kg)3 at 1.02 zi but is much smaller than the measurements of the third-order
moment displayed in Figure 5a. During the wet season, the uncertainty in the third-order moment shows
fluctuations at the lowest altitude, where there are significant errors in addition to having a limited

Figure 5. The median of the (a) third-order moment, (b) skewness, and (c) integral scale derived from the wet season (denoted in blue) and the dry season (denoted
in magenta) cases.
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number of cases in the season. Figure 6d demonstrates that the profiles of the skewness uncertainty are small
with the median values remaining less than 0.3 and approaching zero close to the top of the CBL, above
which they start to increase. Overall, the computed levels of the uncertainties in the IS, variance, third-
order moment, and skewness are small compared to the measured values. Furthermore, all of them show
very small relative errors throughout the CBL (Figure not shown) except the skewness that reveals large
relative error in the middle of the CBL during the dry season due to nearly zero values of the skewness
over the same height range.

We investigated the sampling errors in water vapor variance, third-order moment, and skewness, which were
computed based on the methods found in Lenschow et al. (1994) and Mann et al. (1995); the sampling error
in IS is not defined. The medians of the sampling errors in the profiles of the turbulent fluctuations are
shown in Figure 7. The maximum sampling error in the variance profiles occurs near the top of the CBL
for both seasons (Figure 7a). However, the peak values of the median sampling errors are 6 (wet season)
to 7 (dry season) times smaller than the median of the measured variance at the same altitude. The

Figure 6. Median random error profiles derived from the wet season (blue) and dry season (magenta) cases for (a) integral scale, (b) variance, (c) third-order moment,
and (d) skewness.

Figure 7. Median sampling uncertainty profiles derived from the wet season (blue) and dry season (magenta) cases for (a) variance, (b) third-order moment, and
(c) skewness. The sampling uncertainty in integral scale is not defined.
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sampling errors in the profiles of the third-order moment (Figure 7b)
also show qualitatively the same pattern as the sampling errors in var-
iance profiles, with the maximum sampling error in the third-order
moment profile at the top of the CBL. Figures 7a and 7b illustrate that
the sampling errors both in the variance and third-order moment pro-
files are larger during the wet season than in dry season; this is parti-
cularly noticeable at the lower altitudes in the CBL. Figure 7c
indicates that the median of the sampling error in the skewness pro-
files ranges between 0.2 and 0.3 and appears to slightly increase with
altitude within the CBL during the wet season. These sampling errors
could be reduced by extending the analysis periods beyond 2 hr if
the CBL remained quasi-stationary and well mixed for a longer period
of time.

4.6. Distribution of Variance at zi and Its Relationships With
Different Atmospheric Variables

Turner, Wulfmeyer, et al. (2014) demonstrated that the water vapor
variance at the top of the CBL noticeably varied with season at the
SGP site. Hence, we also examined the distribution of water vapor
variance at Darwin at the top of the CBL for the two distinct seasons.
Table 1 shows the 10th, 25th, 50th, 75th, and 90th percentiles of the
depth of the CBL and water vapor variance at the top of the CBL
derived for the wet and dry seasons. We caution that the wet season
results are obtained from the limited number of cases we have from
that season, whereas the dry season was reasonably well sampled.
While the 25th percentile and median value of the variances at the
top of the CBL are relatively larger in the wet season, the converse is
true for other percentiles. Furthermore, the dry season shows relatively
large variability in variance at the top of the CBL, with one case having
variance at the top of the CBL as large as 7 (g/kg)2. Our findings con-
firm Turner, Wulfmeyer, et al.’s (2014) finding that there is large varia-
bility in the variance at the top of the CBL. Furthermore, both studies
show a small number of cases with very large values in variance at
the top of the CBL.

Table 1 also demonstrates that the random errors and sampling uncer-
tainties are significantly smaller than the measured variance values.
The same table confirms that the depth of the CBL is deeper during

the dry season, and this can be seen from all percentiles. The difference is statistically significant since
the random error in estimating zi is considered to be the vertical resolution of the Raman lidar, which
is 37.5 m.

We explored the relationship between variance at the top of the CBL and the vertical gradient of water vapor
mixing ratio at the same height. Numerous studies used LES models to examine the variability and structure
of the CBL to establish similarity relationships that would relate geophysical variables that are predicted by
numerical models (e.g., gradients in water vapor and temperature, wind speed, and shear) to the turbulent
structure of the CBL (e.g., Deardorff, 1974; Neggers et al., 2007; Sorbjan, 2005). For instance, Sorbjan’s
(2005) large eddy simulations showed that the variance in water vapor at zi is proportional to the square

of the gradient of water vapor mixing ratio at zi (g2i ). We have computed gi using the least square fit of a quad-
ratic function to each water vapor mixing ratio profile versus altitude around the entrainment zone. We have
used 11 data points for individual fitting. The gradient of water vapor mixing ratio at zi is obtained by differ-
entiating fitted qwith respect to z and then evaluating it at zi. The top panel of Figure 8 shows the distribution

of gi, while the bottom panel displays the relationship between the variance at zi andg2i . As can be seen from
Figure 8a, dry season exhibits larger gradients in water vapor mixing ratio at the top of the CBL compared to
the wet season; this is also observed in Figure 1. One can perceive from Figure 8b that the dry season points

Figure 8. The distribution of the (a) vertical gradient in water vapor mixing
ratio at the top of the convective boundary layer (CBL) and (b) the atmo-
spheric variance at the top the CBL as a function of the square of the gradient
of water vapor mixing ratio at the top of the CBL. The blue and magenta
colors represent wet and dry seasons cases, respectively.
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aremore scattered compared to the wet season, which is perhaps due
to limited data we have in the wet season. The square of the water
vapor gradient at zi only explains a portion of the variance in the
water vapor at zi; other variables such as the stability and/or shear
at the top of the CBL might help to explain the rest of the variability
(Wulfmeyer et al., 2016).

We have computed the correlation coefficients between the square of
the gradient of water vapor mixing ratio at zi and variance at zi; they
are 0.24 ± 0.40 and 0.83 ± 0.09 for wet and dry seasons, respectively.
Furthermore, the slopes of the lines of best fit were found to be
6,406 ± 1,690 and 6,223 ± 403 m2 for wet and dry seasons, respec-
tively. This suggests that the slopes of the regression lines during
the wet and dry seasons are statistically equal. The computed slope
is the constant of proportionality in Sorbjan (2005) formula that
expresses the variance at zi in terms of g2i as

q02 zið Þ ¼ const�g2i (9)

where const ¼ cqw2
�

N2
i
,w

*
is the convective velocity scale, Ni is the Brunt-Vaisala frequency in the interfacial layer,

and cq is an empirical constant. Hence, the computed slope during the wet and dry seasons is controlled by
either one of the above parameters or both. Furthermore, equation (9) shows that the surface sensible heat
flux has an impact on the computed slope since the convective velocity scale depends on the surface flux.

We have also examined the relationship between the variance at different heights and variables that are used
to describe the surface and CBL turbulent processes. The variables analyzed were surface latent and sensible
heat fluxes, the convective velocity scale, the gradient of water vapor mixing ratio at zi, depth of the CBL, the

Brunt-Vaisala frequency at zi, and w2
�
g2i
N2
i
. The correlations between these variables and the variance at 0.35 zi,

0.6 zi, and zi were calculated and shown in Table 2.

Since there were no surface measurements of sensible and latent heat fluxes near Darwin during this 5-year
period, we have used data from the ECMWF Interim Re-Analysis product (Dee et al., 2011). Three closest land
surface ECMWF grid points to the Darwin site were used for this calculation. They are located within the dis-
tance of 14 km north, northeast, and southeast of the Darwin Raman lidar site. The reanalysis contains fore-
cast surface sensible and latent heat fluxes obtained from analysis data set at 3, 6, 9, and 12-hr steps into the
future with a spatial resolution of 0.125° × 0.125°. The model output data that were closest in time to the
observed data were used in this analysis.

The Brunt-Vaisala frequency at zi was computed using 10-min, 75-m resolution Raman lidar temperature
data for the 2-hr time series. The ARM Raman lidar temperature data set was used in this study (ARM
Climate Research Facility, 2009). The details of the derivation techniques of the atmospheric temperature
profiles from the raw Raman lidar measurements and its validation can be found in Newsom, Turner,
and Goldsmith (2013).

Table 2 demonstrates that variance at 0.35 zi does not seem to be significantly influenced by surface latent
heat flux (r = 0.13 ± 0.17), the square of the gradient of water vapor mixing ratio at zi (r = 0.03 ± 0.17), or

the variable that is derived from it, that is, w2
�
g2i
N2
i
(r = �0.08 ± 0.17) since the standard error of the correlation

coefficients is nearly equal to or greater than the corresponding correlation coefficients. The first result is
surprising, but it is probably due to the horizontal advection of water vapor, which weakens the influence
of surface latent heat flux on the variance at 0.35 zi at the TWP site. Relatively strong negative correlations
between the variance at 0.35 zi and the depth of the CBL (r = �0.41 ± 0.15), the convective velocity scale
(r =�0.42 ± 0.15), surface sensible heat flux (r =�0.30 ± 0.16), and the square of the Brunt-Vaisala frequency
at zi (r = �0.29 ± 0.16) were found. This suggests that the variance at 0.35 zi becomes smaller as the CBL gets
deeper, the frequency of oscillation of air parcels about its equilibrium level of neutral buoyancy increases,
and/or the surface sensible heat flux becomes larger. The former is probably related with the scaling of the
variance, which is defined as the ratio of the surface flux to the convective velocity scale, and the increase

Table 2
Correlation Coefficient (r) and Its Uncertainty (Ser) Between Variance at Three Levels
(0.35 zi, 0.6 zi, and zi) and Various Variables for the Dry Season (n = 37)

Variable

Variance at

0.35 zi 0.6 zi zi

r Ser r Ser r Ser

Surface sensible heat flux �0.3 0.16 0.16 0.17 0.45 0.15
Surface latent heat flux 0.13 0.17 �0.06 0.17 �0.19 0.17
Convective velocity scale (w

*
) �0.42 0.15 0.16 0.17 0.47 0.15

Square of the gradient water
vapor mixing ratio at zi

0.03 0.17 0.61 0.13 0.83 0.09

Depth of the boundary layer �0.41 0.15 0.14 0.17 0.37 0.16
Square of the Brunt-Vaisala
frequency at zi

�0.29 0.16 0.01 0.17 0.08 0.17

w2
�
g2i
N2
i

�0.08 0.17 0.53 0.14 0.79 0.1
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of the convective velocity scale with the depth of the CBL. The last two perhaps indicate that an increase in
buoyancy frequency at zi and surface sensible heat flux lead to large production of turbulence, which may
result in strong vertical mixing and low variance. It is not surprising to see relatively strong negative correla-
tion between the variance at 0.35 zi and w* since the expression for w* contains the depth of the CBL, which
shows the large negative correlation with the variance at the same height.

Relatively strong correlations of the water vapor variance at 0.6 zi were observed with the square of the gra-

dient of water vapor mixing ratio at zi (r = 0.61 ± 0.13) and the variable that is derived from it, that is, w2
�
g2i
N2
i

(r = 0.53 ± 0.14). This demonstrates that the variance at 0.6 zi is predominantly affected by the gradient of
water vapor mixing ratio at zi. Other variables show very small correlation coefficient values with variance
at 0.6 zi, implying that the variance at this altitude is not significantly influenced by these variables.
Furthermore, the correlation coefficients are small compared to their uncertainties.

At the top of the CBL, the best correlations were obtained with the square of the gradient of water vapor mix-

ing ratio at zi (r = 0.83 ± 0.09) andw2
�
g2i
N2
i
(r = 0.79 ± 0.10), indicating that the variance at zi is largely controlled

by the gradient of water vapor maxing ratio at zi. The depth of the CBL (r = 0.45 ± 0.15) had statistically the
same correlation coefficient value as the convective velocity scale (r = 0.47 ± 15) and surface sensible heat
fluxes (r = 0.45 ± 0.15). Turner, Wulfmeyer, et al. (2014) reported the correlation coefficient values of the-
variance at zi with the square of the gradient of water vapor mixing ratio at zi, the convective velocity scale,
surface latent, and sensible heat fluxes that are nearly within the standard error of the correlation coefficients
found in this study.

5. Comparison of Darwin and SGP Site Profiles

As there are virtually identical Raman lidars at Darwin and the ARM SGP site in Oklahoma, a comparison of the
water vapor turbulence profiles at the two sites was performed. Figure 9 compares the median profiles of
water vapor mixing ratio, atmospheric variance, skewness, and IS from the two sites. The blue and magenta
thick lines in Figure 9 indicate the median of profiles at Darwin for the wet and dry season periods, respec-
tively, while the black dashed line denotes the median profile obtained from the SGP site.

Figure 9a shows that the median profiles of water vapor mixing ratio from the tropical dry season are more
comparable to the SGPmidlatitude site than the tropical wet season. Themedian profiles from the dry season
and the SGP site show sharper gradient in the entrainment zone, suggesting restricted entrainment of drier
air from the free troposphere into the CBL. Figure 9b displays the median profiles of the variance profiles of
water vapor from the dry season, wet season, and SGP site. The wet season shows larger variance values
throughout the CBL and in the free troposphere than the dry season and SGP site, indicating strong variance
production in the wet season. Themedian variance profile of the dry season seems to agree well with the SGP
observations between 0.4 and 0.75 zi. The same figure also demonstrates that the dry season and the SGP site
have similar variance values near zi, suggesting that the thickness of the interfacial layer in the dry season is
more comparable to the SGP site than the wet season.

The other quantity that has been examined in this study, which offers information regarding the vertical
mixing in the entrainment zone, is skewness. Figure 9c presents the median profiles of the skewness
obtained from the wet season, dry season, and SGP site. Negative and positive values of skewness are
observed just below and above zi, respectively, at both sites. Furthermore, the skewness profiles cross from
negative to positive just below zi. The TWP site shows fluctuations below 0.7 zi in the wet season, while
the dry season shows near zero values in these altitude ranges but slightly decreasing with height.
However, the median skewness in the SGP site is negative within the CBL, and the observed negative skew-
ness in the lower part of the CBL may be due to dry tongues of air from above the CBL getting mixed to these
low altitudes. In general, the behavior of themedian skewness profiles at the TWP site appears to be the same
as the SGP site despite the difference in the values of the skewness seen below 0.6 zi. Figure 9d shows the
median of the profiles of the IS for both the TWP and SGP sites. The typical value of the IS for the TWP site
dry season is 80 s, and during the TWP wet season, it ranges from 60 to 100 s. At the SGP, the median IS value
is much larger than the TWP site; however, there is a significant variability in the SGP IS from the 300 cases as
it ranges from less than 100 s to over 300 s.
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Even though interesting comparison results have been obtained between the tropical wet and dry seasons at
the TWP and the midlatitude SGP site, we would like to caution that the results are from a limited data set
from the tropical site. This is due to the fact that cloud free, quasi-stationary, and well mixed CBL for at least
a 2-hr period, which are our case selection criteria, is not a common atmospheric condition at Darwin site.
This is particularly true during the wet season where we ended up with only eight cases. Thus, the statistical
significance of the results especially from the wet season is limited.

6. Summary

For the first time, profiles of water vapor turbulence have been presented from a tropical site. The autocovar-
iance technique was used to derive the profiles of variance, the coefficient of the structure function, third-
order moment, skewness, and IS from 45 cases, consisting of 8 wet and 37 dry seasons events, over the 5-year
Raman lidar data record period from December 2010 to December 2015. In each case, the CBL was quasi-
stationary and well mixed for at least a 2-hr period in the afternoon. The results show distinct seasonal differ-
ences in themean water vapor mixing ratios and turbulent fluctuations. The wet season is muchmoister, with
larger mean water vapor mixing ratio values than the dry season, which is consistent with the characteristics
of the seasons. The water vapor mixing ratio profiles also decrease faster above zi in the dry season than in
the wet season cases, and enhanced water vapor contents are seen in free troposphere in the wet season.
Themain driver of this marked seasonality difference in the profiles is both themoist maritime air masses that
come from the ocean as a part of monsoonal atmospheric circulation in northern Australia and also the rela-
tively strong mixing in the entrainment zone during the wet season. Furthermore, the median vertical profile
water vapor mixing ratio in the dry season is more comparable to the SGP site than the median profile in the
wet season. The CBL in the wet season is found to be relatively shallow, while it is deeper during the dry
season as one would expect.

The low instrumental noise errors and high temporal and spatial resolution of the lidar’s measurement allow
us to compute the vertical profiles of turbulent fluctuations of second- and third-order moments throughout
the CBL. Vertical profiles of the uncertainties in these profiles were derived, and the magnitudes of the errors

Figure 9. Comparisons of the median vertical profiles derived from Darwin and Southern Great Plains (SGP) sites. Median profiles of (a) water vapor mixing ratio,
(b) atmospheric water vapor variance, (c) skewness, and (d) integral scale derived from the wet season (denoted in blue) and dry season (denoted in magenta)
cases. The dashed dark lines in Figure 9 are themedian profiles at the SGP site taken from Turner, Wulfmeyer, et al. (2014). Themedian profiles from the SGP site were
computed from 300 cases, while in the Tropical Western Pacific site used 8 and 37 cases for wet and dry seasons, respectively.
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in the IS, variance, third-order moment, and skewness were found to be small. The IS is significantly larger
than the temporal resolution of the Raman lidar water vapor data at all heights, suggesting that the lidar
was able to resolve the major part of the turbulent fluctuations in the CBL.

The median profile of variance in the wet season is higher than the dry season, while the vertical profiles of
themedian in variance in the dry season and the SGP were found to bemore comparable. The higher median
variance during the wet season might be associated with the scaling of the variance, which becomes larger
during the wet season due to larger surface moisture flux and smaller convective velocity scale during the
wet season. The dry season shows large variability in variance at zi, with one case having variance at the
top of the CBL as much as 7 (g/kg)2. This study also found a relatively strong correlation between the variance
at zi and the square of the gradient of water vapor mixing ratio at zi; similar results were found for the SGP site
(Turner, Wulfmeyer, et al., 2014). This indicates that the variance at the top of the CBL is affected by the
vertical gradient of the water vapor mixing ratio at zi, with larger values linked with the moister CBL relative
to a drier free troposphere. The work also finds that the variance at 0.35 zi is not correlated with the surface
latent flux.

The vertical profile of the coefficient of the structure function, which is directly proportional to the water
vapor variance and inversely proportional to the one-third power to dissipation rate, was also found to show
qualitatively the same vertical pattern as the variances. Its peak value occurs at zi, where variance is largest,
not only due to large water vapor variance production at zi but also the dissipation rate becomes small at that
height. The median coefficient of the structure function in the wet season is greater than during the dry
season in association with large water vapor variance production in the wet season.

The median of the vertical profile of the skewness shows a transition from negative to positive just below the
top of the CBL (between 0.95 zi and 0.99 zi) at both the TWP and SGP sites. The negative skewness in the
upper portion of the CBL indicates the descending of drier air from the free troposphere into the CBL, while
the positive skewness above the top of the CBL shows the moist air being lofted from the CBL into the free
troposphere. At the TWP site, themedian values in skewness in themiddle-to-lower portion of the CBL during
the dry season are near zero, and this is perhaps due to the presence of weak moisture flux from the Earth’s
surface, unlike the SGP site where the skewness is negative throughout the CBL. The tropical wet season
shows predominantly positive skewness below 0.6 zi, which is probably due to either increased moisture
surface flux from rainfall moistening the land surface during the wet season; the surface latent flux in the
wet season is being dominated by the ocean since the winds are predominantly westerly or northwesterly,
and the ARM site is close to the coast or both.

This study demonstrates the value of the continuous, long-term, high temporal, and vertical resolution obser-
vations of water vapor from the ARM Raman lidars. Such routine active remote sensing measurements of
turbulent fluctuation water vapor provide valuable information that enhances our understanding of the
turbulent structure of the CBL under different atmospheric conditions. The unique data set of the profiles
of turbulent statistics presented here can be used for validation of the similarity relationships, which have
been traditionally evaluated only by LES model simulations, and perhaps help to improve these relationships
so they become generally applicable. In order to evaluate the general applicability of similarity relationships,
additional water vapor turbulent statistics (ideally supported by high-resolution measurements of tempera-
ture and wind also) need to be made in other environmental conditions to supplement these observations
from the TWP and the SGP. Currently, we are working on this subject by simulating the CBL using an LES
model for the selected cases at the SGP and TWP sites. The different moments and ISs will be derived and
compared with the lidar observations. Furthermore, we are currently working on validating the variance simi-
larity functions in the entrainment zone using both observations and LES output, which will be written up as a
separate study. Simultaneous measurements of the eddy correlation surface flux, wind shear profiles from
wind profilers, and variance profile measurements of vertical motions and water vapor by Doppler and
Raman lidars, respectively, provide a unique opportunity to thoroughly examine the functions used in defin-
ing the variances and validate them. The coefficients that are used in defining the functions will also be deter-
mined observationally and compared against with the values suggested by LES studies. The LES modeling
studies at the SGP site will give an insight into the LES modeling at the TWP site since there were no such
simultaneous measurements of the above atmospheric variables at the site. Ultimately, improvements in
the parameterizations of turbulent motions in the CBL are essential for improved weather forecasts (e.g.,
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Cohen et al., 2015; Ek et al., 2003; Niu et al., 2011; Shin & Hong, 2011), for regional climate projections (e.g.,
Milovac et al., 2016; Warrach-Sagi et al., 2013), for the dispersion of health hazardous air pollutants and green-
house gases, and for simulating convection initiation and the formation of clouds and precipitation (e.g.,
Behrendt et al., 2011; Corsmeier et al., 2011; Pal, 2016). Therefore, such long-term observations of turbulence
statistics water vapor will be valuable to evaluate the performance of turbulence parameterization schemes
in models, and they can also be used in weather, climate, and air quality models.

Even though our focus has been studying turbulence structure during quasi-stationary clear-sky CBLs, we
stress that this is only the first analysis from the 5-year Darwin lidar data set. We anticipate that there will
be future studies using this data set. For example, one of our future studies will examine the turbulent
structure and evolution of developing CBLs.
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